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'Third Semester B.Sc. Degree Ekaminatioh, March 2021
_First Degree Programme Under CBCSS

~ Statistics |
Complementary Course for Physms
- ST 1331 2: PROBABILITY DISTR!BUTIONS AND STOCHASTIC PROCESS
(2017 & 2018 Admlssmn) '
Time : 3 Hours | o - DR - Max. Marks:éo_
-Alnstruotio‘ns: Use of calculator and sta_tistica! Table isrpermitted: ' |
| PART — A
- Alnswer all questions.' Eech Carries 1 merk.
‘-1. ADeﬁne Geometric Distribution.
: 2._ Write down fhe pdf.of normal distribution.

3. Name the continuous distribution which possesses lack of m_emory property.
4. - Define sampling distribution.

5. Can a binomial distribution have mean 4 and variance 67

- P.T.O.




8. If X; and X, are two ii.d. normal random variables with mean u and variance

o2, what is the distribution of y-XitXa 5

7. What isfhe_ relation_shfp bétween chi square and norfnél Vériatés? o

8. Stéte central limit theorem. - N

9. Define multip'iets_.'

10. Define Brdw‘ni'én_mcjtion'proc'e'ss. |

| | (0% 1 ='1o‘ Marks)
PART-B |

Ahswer ahy eight qu'es'tio_n‘s. Eéch quers't.ib.n carries 2 'm'arks.-’

41, A discrete random variable X has miean 6 and variance 2. If it is asstumed that
" the underlying distribution of X is binomial, what is the probability that x=17

12, Define F statistic. State its applications.

13. A discrete random variable X has mean = variance =6, Find the ,pro_babili'ty that
X<1. - - ' ' SR

14, ‘-['I)e'fin'é Jack of memory prop.erty. T

15. Write any four pI;Opel‘tiéS of Normal Distribution.
16. Define Stﬁch_astic procéés; Give an example.

17_.. ‘Desc‘:ri_be B-o»s.e-E'insteinA sta-tistic..

18, Explaih transition prbba'biiity matrix.

19. A éarﬁpie of size 16 is taken from a normal pop_ulatioh with mean 1 and standard
“deviation 1.5. Find the probability that the sam’ple mean is positive. - '
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20,

21,

22.

i 23l.
24.
25,
26,
.

28.

29,
" 30.

‘. ',311

De’fine additive property. Check whether Poisson distribution pOssesséé it.

Define Gamma distribution with two parafmeters.

What are the classifications of a stochastic process with respect to state space
and time? - - , . - |

(8 x 2 = 16 Marks)

" PART-C

Answer any six questions. Each question carries 4 marks.

Derive Poisson Distribu’tion as the limiting form of Binomial Distributidn,_ , '

Obtain the moment generati'ng function of normal d_ist_ributio'n.-

It X~U(3,12), find P(2<X<10).

Obtain mean and variance of binomial distribution with parameters nand p. \

Obtain the distribution function of exponential distribution. ’

- Defi"rale-beta distfibutioh and show that uniform distribution is a particular case of |

beta distribution.

Define ‘¢’ statistic. Give it‘s'appii;cétions.

Write the interrelationship between nor'mél, chi square, t and F statistic. |
Explain Poisson process.
(6 x 4= 24 Marks)
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PART -D

.Answer any two qLieetions. Each questionearries 15 marks.
32. Explain the importance of normal distribution in statistical theory. In a normal

- distribution, 30% of the items are under 40 and 12% are above 60. Find
| P[30<X<50] S :

33. Fita bmomtal dlSti’IbutIOI‘I to the following data and obtain expected frequencies.
X0 1 2 3 4 ‘

" F 3 10 20 13,4-

- 34. (a) Derive the distribution of sample variance of a sampfe of size n taken from a
B normal pepulat;on :

(b) A random sample of size 25 is teke'n from a normal poputation with mean
50 and standard deviation 4, find t_he_ probability that the sample mean

iy 'Is greaterthan 50. |

(i) Lies between 20 and 60.

135, (a) Explain I\/Iarkov:eh'ain with an example.

(b) Describe the C%eesification of Merkov chain andl its .states. with exar’ﬁple.-

(2% 15 = 30 Marks)
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